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What is a virtual machine?

« Computing environment that

functions as an isolated system

« Own CPU, memory, network

interface, and storage

 Created from a pool of hardware

resources

App1 App 2 App3
Bins/Libs Bins/Libs Bins/Libs
Guest OS Guest OS Guest OS

X ResBaz



What is Nectar?

The University of Auckland is a
partner of Nectar Research Cloud
Provides a secure platform to
access computing resources and
cloud storage and collaborate
without purchasing or hosting

your own hardware.
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What is the Nectar
Research cloud?

« Nectar Instances’ are virtual
machines (VMs), like your
desktop computer/laptop running
in University on-premise data
centres

ar

« Self-service, public, outside the m

university firewall wd |

« Accessible via SSO and Tuakiri.




Who and what are these services for?

VCPU RA Root Ephemeral Publi SU/hou
Name s M Disk Disk c r
> t3xsmall 1 1GB  10GB 0GB Yes 0.014 4
- Every researcher is automatically Ve 1o e e 0 e o
> t3.small 2 2GB 10GB 0GB Yes 0.029 *
(WIthOUt app||cat|0n) able to dCCess a > c3xsmall 1 2GB  30GB 0GB No 0.043 2
tr|a| prOJeCt a | Iocat|on > m3xsmall 1 2GB  30GB 0GB Yes 0.029 e
> r3xsmall 1 4GB 30GB 0GB No 0.052 2+
« 2 cores for 3 months OR 1 core for 6 P
> i T 2 4GB 80GB 0GB No 0.086 +
mon t h S > m3small 2 4GB 30GB 0GB Yes 0.057 2+
° 1 O G B Of StO ra g e > t3.medium 4 4GB 10GB 0GB Yes 0.057 +
> /A p3.small 2 4GB 30GB 0GB Yes 0.014 e
* S e I f' Serv | ce > c3.small 2 4GB 30GB 0GB No 0.087 2
° Appy for allocation and more > p3.medium 4 8 GB 30GB 0GB Yes 0.029 |
> aklwinr3.small 2 8GB 80GB 0GB No 0.156 e
resources X
r3.small 2 8GB 30GB 0GB No 0.104 2
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Common applications on VMs

« Apache HTTP Server P

« Python Flask ﬁﬁﬁ%ﬂg
* Bioconda oython

» BioLinux r o

. Etherpad BI'!DCON DA

- LAMP stack Ta
« R-Studio ’A‘ @ StUd 0
« Jupyter notebooks

jupyter

e’

O
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Nectar additional services

« Key differences between UoA Nectar Research Cloud

and additional services

Off-the-Shelf Login and start playing

Hosted on ARDC or Australian Partner’s hardware
Compute resources limited compared to Research Cloud
Limited duration

Don’t require allocation request

ey
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Nectar additional services

( eee
1 @binder |

& > ——
Off-the-shelf, self-service + Self-service (Nectar) « Off-the-shelf, self-service
(Nectar) Jupyter Notebooks BinderHub (Nectar) virtual desktops
« Multiple programming » Allows researchers to » Linux based OS with
environments and languages, interactively share Jupyter scientific software pre-
with popular scientific Notebooks stored in a installed or customisable
packages pre-installed remote Git repository « Accessible to UoA via Tuakiri
» Hosted in Australia displaying code and outputs. » Ideal for processing that may
» Accessible to UoA via Tuakiri take up to a couple of weeks
» Ideal to design and test code or to free up laptop/desktop.

quickly and easily

ResearchHub /,le RESBaZ


https://research-hub.auckland.ac.nz/research-software-and-computing/advanced-compute/nectar-jupyterhub
https://research-hub.auckland.ac.nz/research-software-and-computing/advanced-compute/nectar-virtual-desktop
https://research-hub.auckland.ac.nz/research-software-and-computing/advanced-compute/nectar-binderhub

: File Edit View Run Kernel Tabs Settings Help
= [ + [¢] @ Launcher X M README.md X | [% Lorenz.ipynb @ | B Terminal 1 X | M Console 1 X | [ Data.ipynb e  + %
3] Code v #  Python 3 (ipykernel) O
‘ Filter files by name Q
o B / notebooks / . . ) -
The Lorenz Differential Equations
Name - Last Modified

™ audio a day ago

g Before we start, we import some preliminary libraries. We will also import (below) the accompanying lorenz.py
= images aday ago file, which contains the actual solver and plotting routine.
» [ Cpp.ipynb a day ago
o [A] Data.ipynb a day ago

%matplotlib inline

[ Fasta.ipynb a day ago from ipywidgets import interactive, fixed
[ Julia.ipynb a day ago .
J pyv v a9 We explore the Lorenz system of differential equations:
© [/ Lorenz.ip... a day ago
@ lorenz.py a day ago x=o(y—x)
R R.ipynb a day ago

A Output View X |+ = lorenz.py X |+

« Jupyter notebooks with

2 from mpl_toolkits.mplot3d import Axes3D
beta 2.67 3 import numpy as np
4 from scipy import integrate

programming languages and

7 """Plot a solution to the Lorenz differential
- - - equations."""

8

libraries for data analysis Do

10 N =30
1
- 12 fig = plt.figure()
K‘\ 13 ax = fig.add axes([0, ©, 1, 1], projection='3d")

[ ] v S /\ Aﬁ 14 ax.axis('off')

L VN Al 15
Simple 1 @3 @ Python Ln1,Coll Spaces:4 lorenz. py

« 10GB storage and for your

workspace Ideal for:
« Sessions remain active 1hour

after closing browser
« Notebooks are saved

« Testing and developing code
or scripts without having to
install/maintain own
environment

= ResBaz
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BinderHub

« Share reproducible interactive
computational environments.

« Shared environments come with
8GB RAM 4 vCPUs and 8GB
ephemeral storage

« Data is not retained Ideal for:

« With browser open instance will
run for 12 hours. Closing
browser terminates the session.

GitHub

=\ if

« Enables verification and
replication

« Interactively sharing results

774 ResBaz
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. ARDC
@g Nectar

Virtual Desktop

« A virtual machine accessible
through a browser

« Several Linux operating systems Desktop Library
to choose from with 4% centos (f)fedora @ ceopeskiop
tools/libraries for research f— =
programming or customise with
your own software packages

- 16GB RAM 8 vCPUs can be _
boosted to 32GB 16 vCPUs. Ideal for:

+ 50GB storage including » Decoupling week-long data
Operating system processing from Laptop/Desktop

« Shelf-life of 14 days*

*can be extended 14 days at a time (boosted

instances timeframe is 7 days) "@'\ ReSBaZ



Comparison table

Service Time-frame Storage

Long-running

. . Up to 1 year Up to 64
Virtual Machine (renewable) Up to 128 GB *GPUs available Up to TBs _and h_ardware
intensive tasks
. Fast testing and
JupyterHub While browser open 7.5 GB 4 10 GB prototyping ideas
: Sharing and
Binderhub 12 hours 8 GB 4 8 GB reproducibility
. Week-
Virtual Desktop 14 days 16/32 GB 8/16 50 GB

long processing

7ty ResBaz



Demos!
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