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Who am I



Learning outcomes

• Summarise transcription using AI 

• Benefits of AI

• Apply responsible AI 

• Understand AI tool considerations

• Identify next steps



Transcription using AI

1. Are you hoping to do transcription for your research?

2. What kind of research data are you collecting e.g., one-
on-one interviews?

3. Have you used or are hoping to use AI to help 
transcribe/translate research data?



Transcription using AI 

Transcription - Speech → Text

Translation - Language X → Y

Diarisation - Identify speaker A, B



Building an AI model for language 
recognition

Collect 
internet audio 

data
Speech model

Train model on 
audio data

Speech-to-text 
Generative AI 

tool



AI transcription tools (searched Feb 2025)

• Adobe Creative Cloud
• Amazon Transcribe

• Audacity
• Azure AI Speech
• Fireflies.ai

• Google Cloud
• IBM Watson Speech

• MS Teams
• MS Word
• Otter.ai

• PANOPTO (via Canvas)
• Rev

• Vibe with Whisper AI
• Zoom (with/without AI Companion)

What do you use, and 
why?



Benefits of AI Transcription tools

• Speed

• Accuracy

• Scope

• Reduce cost

• Higher accessibility

• Data preparation



Responsible use of AI

What topics do you ask research 
participants about?



https://otter.ai/privacy-policy

Terms of use example 



Responsible AI

• Many institutions don’t have new, specific AI policies

• Many AI guidelines fit into existing policies

• This area is new, & moving

• But there are useful considerations that already exist



Responsible AI - considerations
Examples for safe AI adoption

• Privacy Act

• Data classification

• Ethics 

• Institutional guidance

• “Approved” tools



Privacy Act 2020 
principles

• Assume interview or group 

discussion recordings 

contain personally 

identifiable information



Data classification

•Minimum safety standards for data

• Informs: sharing, storing, archiving, …

UoA levels:

• Public

• Internal

• Sensitive

• Restricted



Sensitive data considerations

Four levels

• Public

• Internal

• Sensitive

• Restricted

Considerations

• Sensitive is common, normal

• Personally identifiable information 

PII, deidentified health data

• Only suitable for certain tools

• May need to disclose tools in 

Ethics application



AI usage guidelines might exist

A white text with black text

AI-generated content may be incorrect.1. Select Data 

classification

2. Use approved tool

3. Undertake Privacy 

Assessment

6. Understand AI 

limitations and 

biases

7. Disclose usage

https://www.staff.auckland.ac.nz/en/central-services/cybersecurity-hub/policies-and-guidelines/generative-ai-usage-standard.html


What is an “approved” tool?

Increasingly, institutions are security-assessing tools

Cyber-security, Ethics based

Approved tools list – based on data classifications

− Worth investigating if this exists, or

− What processes are for tool selection



University of Auckland-approved AI 
transcription systems

Research software & computing / Transcription

MS Word

- Office 365 with University credentials

MS Teams 

- with University credentials

Zoom 

- without AI Companion, with University credentials

Vibe 

- with AI model e.g., Whisper AI installed and run 

locally on University device

https://research-hub.auckland.ac.nz/research-software-and-computing/transcription


Responsible AI summary

Considerations

• Data classification

• Privacy Act 2020

• University policies

• Approved tools

• Data Sovereignty

Benefits of acting responsibly 

• Robust & defensible research 
practices

• Participant trust & safety

• Institutional reputation

• Streamlined processes and 
approvals e.g. Ethics 



AI tool feature considerations 
for your research



Showcase: Nectar Virtual Desktop

Nectar virtual desktop

• Access a virtual computer for 
2 weeks - renewable

• Free and available to staff and 
postgraduate students

• Sign-in using Tuakiri, use 
Institution log in

• Desktop Library - select the 

TranscriptionDesktop 

https://research-hub.auckland.ac.nz/research-software-and-computing/advanced-compute/nectar-virtual-desktop


Nectar Virtual Desktop: Transcription



Model considerations

Collect 
internet audio 

data
Speech model

Train model on 
audio data

Speech-to-text 
GenAI tool



Vibe

AI-generated using Copilot

• Runs Whisper models developed by OpenAI 

• Transcription, translation, diarisation

• Trained on 1300 hours of audio

• Translates 100 languages

• Software 

− Run via virtual service

− Can be installed and run locally

− Data remains on the device, doesn’t 'leak' 
to cloud 

https://www.microsoft365.com/chat?auth=2


Languages supported

Languages translated with >50% accuracy

Afrikaans, Arabic, Armenian, Azerbaijani, Belarusian, Bosnian, 

Bulgarian, Catalan, Chinese, Croatian, Czech, Danish, Dutch, English, 
Estonian, Finnish, French, Galician, German, Greek, Hebrew, Hindi, 
Hungarian, Icelandic, Indonesian, Italian, Japanese, Kannada, 
Kazakh, Korean, Latvian, Lithuanian, Macedonian, Malay, Marathi, 
Māori, Nepalese, Norwegian, Persian, Polish, Portuguese, Romanian, 

Russian, Serbian, Slovak, Slovenian, Spanish, Swahili, Swedish, 
Tagalog, Tamil, Thai, Turkish, Ukrainian, Urdu, Vietnamese, Welsh

• Still need to check transcription

• Still need someone who knows the language



Speed vs Accuracy

Whisper model sizes: consider them

Tiny, Base (39M, 74 M parameters) 
requires ~1-2GB of RAM

Less accurate but fastest

Small, Medium (244M, 769 M parameters) 
requires ~2-8GB of RAM More accurate but slower

Large (1550 M parameters) 
requires ~10-16GB of RAM Most accurate but slowestCollect internet 

audio data
Model

Train Model on 
audio data

Created 
speech-to-text 

GenAI tool
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Speed vs Accuracy

Whisper model sizes: consider them

Tiny, Base (39M, 74 M parameters) 
requires ~1-2GB of RAM

Less accurate but fastest

Small, Medium (244M, 769 M parameters) 
requires ~2-8GB of RAM

More accurate but slower 

– Medium default 

Large (1550 M parameters) 
requires ~10-16GB of RAM Most accurate but slowest



Transcribe + translate accuracies

Scenario Accuracy
Subjective 

scores

English (US / UK) Best >90%

English (NZ / accented) Pretty good +80

French Pretty good +70

Mandarin Pretty good +70

Māori OK ~50

Collect internet 
audio data

Model
Train Model on 

audio data

Created 
speech-to-text 

GenAI tool
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Transcription/translation accuracy

Scenario Accuracy
Subjective 

scores

English (US / UK) Best >90%

English (NZ / accented) Pretty good +80

French Pretty good +70

Mandarin Pretty good +70

Māori OK ~50

Collect internet 
audio data

Model
Train Model on 

audio data

Created 
speech-to-text 

GenAI tool



What else affects accuracy

Scenario Accuracy
Subjective 

scores

English (US / UK) Best >90%

English (NZ / 
accented)

Pretty good +80

French Pretty good +70

Mandarin Pretty good +70

Māori OK ~50

Researchers NEED to check transcription and translation outputs

Collecting recordings:

• Bad microphone

• Background noise

• Speaker clarity

• Overlapping voices

• Language rarity 

Collect internet 
audio data

Model
Train Model on 

audio data

Created 
speech-to-text 

GenAI tool



• AI can help research

• Be aware of “free” AI tools

• Understand data, project context

• Find “approved” tools for your research

• Seek approval for your research (e.g. Ethics)

• Use tool safely (e.g. Virtual Desktop)

• Check, verify output

• Enjoy benefits

Takeaways & next steps



Hacky hour 
Tuesdays, 3-4pm

Strata Café, L4 Kate Edgar Information 
Commons 
&
https://auckland.zoom.us/my/hackyhour



Thank you joining today, 
we hope this was helpful 
for your research
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